
Full-Wave Analysis and Model-Based Parameter Estimation 
Approaches for Y-matrix Computation of Microwave Distributed 

RF Circuits 

V. Chtchekatourov, F. Coccetti, P. Russer 
Institut fur Hochfrequenztechnik, Technische Universitat Miinchen 

Arcisstrasse 21, D-80333 Munich, Germany, e-mail: chtcheka@hft.ei.tum.de 

Abstract Distributed microwave circuits are 
analyzed in time domain using the Transmission 

Line Matrix (TLM) method. System Identifica- 

tion (SI) and Spectral Analysis (SA) methods are 
used to compute S-, Y-parameters. Model-based 

approaches to calculate the Y-parameters from 

truncated signals are presented. The extracted 
models are compared with the running TLM anal- 

ysis in real-time. By this way a stop criterion 

for the TLM computation is obtained. Compared 
with ordinary time-domain simulation the pre- 

sented method of admittance parameter computa- 

tion yields a reduction of computation time. The 
behavior of a microswitch realized via microma- 

chining technique was investigated by using the 

TLM and the SA (SI) methods. 

I. INTR~DU~TI~N 

Fourier transformation (FT), high-resolution spec- 
tral analysis and system identification methods have 
been applied to extract the scattering parameters from 
the TLM [l, 21 time-domain system response [3]. 
Some model-based parameter estimation methods, 
especially the autoregressive-moving average (ARMA) 
method and the autoregressive (AR)-based method, 
were used to estimate S-parameters and to extra- 
polate the TLM computed time-domain signals [3]. 
These methods have been successfully applied to the 
analysis of microstrip antennas and microwave inte- 
grated circuits. 
In our paper we present a method for direct compu- 
tation of the multiport admittance parameters from 
the truncated time-domain impulse responses, which 
are computed via TLM. The parametrical and non- 
parametrical methods, introduced in this paper, are 
based on the second- and third-order statistics for 
the parameter estimation of exponentially damped 
harmonic signals in the presence of noise [4]. Li- 
near reciprocal reactive multiports my be described 
by a canonical Foster representation (AFM) [5]. For 
the lossy case a semi-empirical extension of the Fos- 
ter representation has been given in [6]. The 3D 

TLM simulation with subsequent equivalent circuit 
generation has been already applied to planar cir- 
cuits, multichip modules, microwave microelectrome- 
chanical (MEMS) capacitive switches and microstrip 
filters [6, 71. For structures exhibiting a lot of de- 
tails and low losses the computation time may be 
extremely long. So the calculation of slowly decay- 
ing time-responses should be discontinued as soon as 
the model parameters can be determined with the 
desired accuracy. This will be the case if an accu- 
rate extrapolation of the time response of the signal 
is possible. The parameters of the equivalent AFM 
models and their updates can be estimated in real- 
time during the TLM simulation. The validation of 
the permanently updated models and the real-time 
error estimation allows to generate a “stop signal” 
for the computation process. This yields minimum 
computation time for a given error limit. 
We have applied TLM simulation in combination with 
the described model-based parameter estimation ap- 
proach to the simulation of microwave distributed 
RF circuits. The pure TLM analysis is time con- 
suming because of the slowly decaying impulse re- 
sponses. The extraction of the poles and residues 
has been performed in time-domain using SI and 
high-resolution SA methods. The use of the above- 
mentioned methods reduces the required time for the 
TLM simulation and therefore makes the numerical 
analysis much more efficient and suitable for opti- 
mization procedures. In additional high-order statis- 
tic (HOS) method for parameter estimation was ap- 
plied to reduce all undesired Gaussian band-limited 
processes. A good coincidence of the data received 
from pure TLM simulation and data received from 
TLM simulation in connection with parameter esti- 
mation methods has been obtained for the investi- 
gated circuites. 

II. MODEL-BASED Y-PARAMETERS ESTIMATION 

SI approaches, which analyze exciting impulses and 
corresponding transient responses simultaneously, or 
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SA methods for the separate analysis can be used to 
find Y-parameters and to calculate the AFM [8, 9, 
111. Furthermore, according to the singularity expan- 
sion method by Baum [lo], a driven part of a system 
response can be separated from a transient part. This 
allows us to calculate Y-parameters and construct 
AFM by applying SA methods for truncated signals 
as it is shown in Fig.1. 
From all SA methods Prony’s approach [9] seems to 
be the most obvious way to find the parameters of 
AFM. The method seeks to fit a deterministic expo- 
nential model B to the TLM simulated data sk: 

d 

b = C If4 exP($#h) exp[(h + 27rfnPl , (1) 
n=1-- hn &I 

where Ic = 0, 1, . . . , N-l is the samples index, n is 
the order of the model, d is the number of poles, 
h, is the complex amplitude of the pole z,, and 
&, Q,, fn are the initial phases, damping factors and 
frequencies respectively. Parametrical methods and 
non-parametrical method to find Z, can be applied in 
the first step of Prony’s method. The Least-squares 
parametrical estimation method is usually used for 
the determination of complex coefficients in ARMA 
or in AR models in order to get 2,. From K data 
records of N samples each, the second-order moment 
(in this case w = 2) 

= ; 5 ; 5 di) (k)&) (k + T1) . . . ,(4 (k + Tv-1) 
2=1 k=kl 

(2) 
ICI = max(O, -71,. . . , -7,-i) 
Icz =min(N-l,N-l-ri,...,N-1-r+i) 

is used to form a data covariance matrix C. The 
vector of AR model coefficients a = (a~ . . . ad) T is 
calculated with prediction error p from the system 
of linear equations: C . a = p. By means of poly- 
nomial factorization of A(z) = CU,.Z-~ the poles 

Z, are calculated. The matrix-s%ting methods as 
ESPRIT, MUSIC or Pencil-of-Function (POF) are 
based on an analysis of covariance or data matrix 
subspaces [9] to get a set of 2,. So, for POF ap- 
proach the column elements of the covariance matrix 
C build a set of information vectors ye, yi , . . . , yM-1. 
Using this, the matrices Ye and Yi are defined as 

SI approaches simultaneously determine the model 
parameters of microwave structures from multivari- 
able input and output data. Due to the nature of 
considered devices, the problem of AFM construc- 
tion is a common-mode system identification prob- 
lem. From the huge set of SI models the output error 
(OE) model can be selected [ll]. So the OE model 
for the case of Y-parameters can be defined for input 
i and output j as: 

I”(z) = J$fU”(z) + E(z) . (4 
yo = [YO,Yl,... ,YM--2],andYl = [Y~,YZ,...,YM-11. 
z,, in this case, are the generalized eigenvalues of the Th e 
matrix pencil problem Ye - zYi. The poles can be 

vector of unknown parameters (which builds A(z) 

evaluated via z = DplUHYIV, where U, D and 
and Bi>j (2)) for two ports circuits (i = 1,j = 1,2) 

V are the components of the singular value decom- p = [l, al,. . . t&j; bp”), . . . b;;“); bp’2), . . . b$‘2)]T 
position of Ye. For noisy data one should choose (5) 

~~S~~T~~ 
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I 

Figure 1: The general structure of applying SA and SI me- 

thods for Y-parameters estimation and AFM construction 

OO,‘“, OS-1 to be the S largest singular values of Ye. 
U, D and V correspond now to the signal subspace 
of the data. At the last step of Prony’s method the 
estimation of correspondent residues h, is made by 
solving the linear equations, built from Vandermonde 
poles matrix Z: (Z’Z) v = ZTs. The accuracy of 
the model (1) depends on d and should be optimized. 
If the bandwidth of the input signals is not sufficiently 
high to cover the natural spectrum of a system or 
if the investigated system has fast decaying compo- 
nents, the transient time-separation will be impossi- 
ble and both input and output modeling or SI meth- 
ods should be applied. The components of the multi- 
port admittance matrix Y(Z) for input voltages U(Z) 
and output currents I(Z) of a system can be found 
via 

I(z) 
1+ 5 u/ 

Y(z) = ~ = k=l 

U(z) 1+ 5 b& 
02 VT- 

r=l 1 - &Z-l . 
\ / . _ 

1=1 
\ / Prony’sModel 

ARMA 

(3) 
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can be determined by linear or nonlinear Least-squares of interest (up to 3 . 10llHz). The output time- 
algorithms or, in the simplest way, by solving Fp = 0, 
where F is a Gram matrix of the data. 
There are some reasons to use higher-order statistics 
in electromagnetics: the cumulants of non-Gaussian 
processes carry higher-order statistical information 
about signals, third or bigger order cumulants of Gaus- 
sian processes are zero. Detection and identification 
of a non-minimum phase system, use of cumulants 
to suppress noise under certain conditions, detection 
and characterization of nonlinear properties in signals 
as well as identification of nonlinear system are the 
most interesting applications [4]. Let us consider the 
case of applying Prony’s method with HOS [4]. The 
third or forth order cumulants are estimated from (2): 

i'z(71) = 22(n) +3(71,72)= ?3(71,72) (6) 

+4(71,72,73) =e4(71,72,73)-e2(71)e2(73 -72)- 

-?2(72)?2(73 - 71) - ~2(~3)~2(~2 - 71). (7) 

The 1-D slice of the third-order or forth-order cu- 
mulant is used now to construct the data matrix for 
Prony’s algorithm. 

III. APPLICATION 

The signal transmission and reflection behavior of 
the wide-band batch transfer microswitch [la] has 
been investigated using the TLM method. The se- 
ries switch with the 60pm inner-conductor gap has 
been considered. The MEMS structure consists of a 
low-stress silicon nitride membrane carrying the ac- 
tuation (4 in Fig.2) and the contact conducting pads 
(5 in Fig.2). The structure is mounted on top of 
a gold CPW transmission line (inner-conductor and 
slot widths are 30pm and 3.5pm respectively) real- 
ized on quartz substrate. The actuation pads (thick- 
ness 0.6pm) are made of polysilicon and connected 
to the biasing terminals by means of bonding bumps 
(3 in Fig.2). The gold contact pad (thickness 0.5pm) 
is located underneath the silicon nitride membrane 
(thickness lpm) and is distant 5pm from the inner- 
conductor. The membrane realizes the electric isola- 
tion between the two conducting areas. In order to 
reduce the simulated TLM domain the bumps have 
been located at the external edge of the ground plane. 
The only off-state behaviour (membrane not actu- 
ated) has been simulated. The TLM model of the 
simulated structure (half of the real one with the 
magnetic wall 1 in Fig.2) exhibits 262 x 71 x 118 
nodes. A time discretization interval of 1.333315s 
was chosen for the TLM simulation. For direct TLM 
Y-parameter computation both parts of the circuit 
have been terminated by zero impedance (wall 2 in 
Fig.2). The input signal covers the frequency band 

domain currents were calculated at the various slices. 
For signal processing of the TLM simulation results, 
the sampling interval has been increased by up to 
two orders of magnitude. Parametrical Least-square 
(LS) and non-parametrical matrix-shifting Prony’s 
(Pencil-of-Function, POF) methods were chosen for 
the modeling. Two different criteria - a threshold 
of the validation errors and unchanging of the found 
model parameters can be used to estimate the quality 
of the created models so to generate a “stop signal” 
for the TLM simulator. All found poles should be 
inside of the unit circle of the complex plane to avoid 
instability. The validation errors for different sam- 
ple numbers, used for the AFM calculation, and for 
different number of AFM parameters, were investi- 
gated. The errors for all these methods don’t change 
significantly, if the number of poles in the canonical 
Foster admittance model, exceeds some value. POF- 
Prony’s approach gave us the smallest order thresh- 
old. Found with the low-order LS method poles po- 
sition are more regularly distributed around the unit 
circuit in z-domain and for small model order they 
do not cover all significant signal components up to 
3. lO”Hz (Fig.3). Low-order Matrix-shifting based 
methods put the poles in order and in this case yields 
to less calculation efforts to find the correct low fre- 
quency pole set. Also equivalent circuits modeling 
needs the pole positions of AFM placed in the rel- 
ative low frequency range. With some assumption 
undesired Gaussian processes can be particularly sup- 
pressed by applying the higher-order statistics at the 
first step of Prony’s method. The &(Z, 0) 1-D slice 
was chosen and applied to create the signal data ma- 
trix. Applying of HOS in order to decrease the errors 
should be study together with measurement valida- 
tion as it was shown in Fig.1. The calculation of 
the Y-parameters can be made from the measured 
S-parameters via 

Y = [q + Sq] -1 [q-l - sq-l] ) 

where q is the diagonal matrix formed by the square 
roots of the characteristic impedances of the ports. 
Using these methods we are expecting a further im- 
provement of accuracy and also a reduction of the 
computational effort. 
Note that low-order sequential SI algorithms can be 
used, whether the input signal bandwidth is not suf- 
ficiently high or the system components decay so fast 
that transient part separation is not possible. Other- 
wise, the matrix-shifting Prony’s methods for trun- 
cated signals are applied for the AFM construction. 
The “stop signal” generation and the reduction of 
the total calculation TLM time for AFM construc- 
tion strongly depends on the investigated structures. 
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E.g. by applying the POF-Prony’s method for the 
used structures, the total time was reduced by about 
factor 5. 

Figure 2: TLM space of the analyzed structure 
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Figure 3: FT and low-order models of IY21(f)I 
(dPoF = dHos = dLs = 6) 

IV. CONCLUSIONS AND OUTLOOK 

We have presented SI and SA model-based methods 
for efficient computation of S- and Y-parameters 
for distributed microwave circuits. The modeling is 
based on three-dimensional electromagnetic full-wave 
computation of the admittance parameters of dis- 
tributed multiport circuits. Based upon these compu- 
tations a lumped element model in a modified Foster 
representation is extracted using Prony’s parametri- 
cal and non-parametrical methods. The parameter 
extraction is performed in real-time during the TLM 
simulation. The time-domain simulation is termi- 
nated if the model error passes a lower threshold. By 
this way minimum computation time for a specified 
error threshold can be achieved. 
Applying the POF-Prony’s method the total calcula- 
tion time was reduced by factor 5 compared with pure 

TLM simulation. Applying HOS methods we are ex- 
pecting a further improvement of accuracy and also 
a reduction of the computational effort. A decreas- 
ing memory and computation time of TLM analysis 
allows us to simulate more complex structures. 
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